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• Means to test technology
A consortium member can evaluate

supcrcomputer performance before

opting for single ownership.
• Local economic benefits.

A community's ability to offer local
researchers access to a consortium-

owned supercomputer can help retain

high-level expertise in the are&

Consortium: The Cons

* Security risk '

When multiple parties share the same

supercomputer, steps must be taken
to protect the transmission and stor-

age of sensitive data.

• Low cost during low activity

Because time-sharCusers incur none

of the ongoing exjSenses associated

with operating a#d maintaining a
superc omputer Jnhouse, supercomput-

ing costs plum/met when processing
requirements/are at a minimum.

• Growth_ath to own

Time-shargtusers can evaluate

superconyputer performance and

obtain _/le needed processing cycles

until _(tilization increases to the point

that/It becomes more cost-effective to

b_/dg a supercomputer inhouse.

Time sharing:. The Cons
/

• Conflict over resources / . External resource
Because processing loads can"_rarely be , Time-share users have less control

projected accurately, consortiu_ /'

members can end up contendinkfor/

system resources. \ /

[

Partnership considerations _/

As with any partnership, in a con_ k

tium conflicts can also arise over/\
which resources are needed most(and \\
how many dollars should be sPent on
those resources. /

/

Time sharing:. The Pr, os
!

• No capital investmeng
Time-share users avoid thq'costs of

purchasing installing mafntaining

and running supercomp_er h_dware
and software. In additio]t, today s time-

share services include _ range of flexi-
ble pricing options air#ed at keeping
users' computing budgets intact.

• Application libraries

As part of a time-share service, users

can access the service provider's appli-

cation library and avoid purchasing

costly software licenses for applica-
tions that will be used only

occasionally.

• Responsive support
Time-share providers compete largely

on their ability to respond to users'

price/performance/job-turnaround

requirements.

over their computing resources than

do companies that bring a supercom-

puter inhouse.

• Greater accountability

The use of a remote supercomputing

service incurs greater budget accoun-

tability than does use of an internal
', resource.

\8 High cost during high activity

I_ring periods heavy usage, canof it

beX_aore expensive to access a

supS{computer remotely than to use

an in, lied system. •
"x

C_TICOM TEAMS WITH

C_g_NVEX and BECHTEL
Opticom continued the expansion of its re-
mote networl_ by adding a CONVEX super-
computer to _s San lose center. Opticom
took delivery ol_ C1-XPmodel with plans to
introduce a C2 b_ed service in the fall of this
year. The combin¢_tservice will enable deliv-
ery of between 100_o 200 megailops with up
to IGB of main me_[nory.Last month, Opti-
corn also signed an'_greement with BECH-
TEL The agreement Oded a Unisys 1100/92
mainframe tothe network and access to one
of the finest quality assuredengineenng ap-
plication libraries available.
Opticom has developed the largest variety of
remote computers commercially available in-
cluding:

• CRAY X-MP, CRAY I-M
• CONVEX CI-XP

• CYBER 825, CYBER 990, CYBER 205
• UNISYS 1100/92
• VAX 750-8650
• IBM 3081

NASA-TM-112078
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/ "J REPORT:

SPARSEMATRIX
ALGORITHMS

WORKSHOP
HORST D. SIMON

It has long been recognized that the

efficient solution of sparse linear

equations is a key element for solving

large scientific applications problems.
A recent study lists several major

scientific application areas which

require at some point the numerical

solution of linear systems: lattice-

gauge theory, structural analysis, cir-

cuit simulation, device simulation,

quantum chemistry, computational

fluid dynamics, and geodetic net-

works. The availability of supercom-

puters and breakthroughs in algorithm

research have led to the feasibility of

larger and more refined models in

these scientific applications areas, yet

new and more demanding models
remain to be solved. It is clear to most

researchers involved in these fields

that only the combined efforts of

advanced algorithm technology and

new supercomputing hardware will

enable us to solve the challenging

problems ahead. However, quite often

scientists involved with supercomput-

ing applications are unaware of the

latest algorithmic advances, and algo-

rithm researchers frequently perform

their work unaware of pressing appli-
cations needs. This situation has been

recognized, and the SIAM-sponsored

"National Computing Initiative" calls

for support of computational science

and engineering research in an inter-

disciplinary mode.
In order to address some of these

challenging problems, and in order to

make a step towards interdisciplinary

cooperation, NASA Ames Research

Center, Boeing Computer Services, and

Cray Research, Inc., sponsored a three-

day workshop in March. The work-
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shop was organized by Phuong Vu of
Cray Research and the author. The

goal of the workshop was to bring

together all three groups involved in

the progress of supercomputing hard-

ware designers, algorithm developers,

and researchers in scientific applica-

tions. The goal of the workshop was
to provide a better interaction

between the various groups involved

in supercomputing, The numerical

solution of sparse linear systems was

used as the unifying theme of the

workshop.

In invited presentations, algorithm
researchers provided a survey of the

current state of sparse matrix research

on supercomputers. Direct sparse

matrix methods were discussed by
lain Duff from AERE, Harwell, Eng-

land, and Barry Peyton from Boeing

Computer Services in Seattle. Peyton

dispelled the myth that general sparse

methods would not vectonze by show-

ing results of 140 Mflops and higher

on a Cray X-MP. Youcd Sand IUniver-

sity of Illinois and RIACS) presented a

survey of iterative methods, and Henk

van der Vorst IDelft University of
Technology, The Netherlands] showed

very impressive results on how to

speed up incomplete factonzation

techniques. All algorithm talks dem-

onstrated that significant progress had

been made in developing powerful

tools for solving linear systems.

The applications speakers came

from very diverse areas. Gary Stanley
and Bahram Nour-Omid from Lock-

heed Palo Alto Research reported on

computational problems in structural

mechanics. In a research project sup-

ported by NASA Langley, they are

looking towards routinely solving sys-
tems of the order of 100,000 to

500,000 degrees of freedom. Kurt

Martian from AMOCO Oil in Tulsa is

currently solving problems with a mil-

lion degrees of freedom on a Cray-2 in

production runs in seismic applica-
tions. He does not yet know how to

do three-dimensional problems.

Richard Smith from Exxon gave an

overview on the current requirements

in reservoir modeling, and a group
from Boeing (Larry Wigton and John

BussolettiJ presented an efficient com-
bination of direct and iterative

methods, which allows them to solve

very large three<[imensioual problems.

Other applications talks covered such

areas as semiconductor device simula-

tion (Tony Shober, AT&T Bell Labora-

tories}, linear programming (Kathryn

Turner, Utah State}, and chemical

engineering {Mark Stadtherr, Univ. of

Illinoisl. Al Erisman from Boeing gave

some historical highlights of sparse
ma:nx methods, and Steve Nelson

from Cray Research summarized tech-

nological trends and their impact on

the Cray Y-MP line of supercomputers.
The discussion sessions distin-

guished the workshop markedly from

the usual conference. Algorithm

researchers and applications

researchers met to address open

research questions, define hardware

requirements, and to exchange ideas
for the solution of some of these diffi-

cult problems. The software discus-

sion group was involved with issues

such as the migration to a parallel

environment, the use of general-

purpose packages in a parallel environ-

ment, and software tools for scientific

computing Other groups discussed

unresolved algorithmic issues, the use

of advanced parallel architectures, and

questions of standardization.

Participants in the workshop stated

that they derived many benefits from

attending the workshop. Tony Shober

from AT&T Bell Laboratories, whose

group is developing a sparse matrix

package from device simulation,

expressed his experience with the

workshop as foUows: _We had a great

opportunity to talk with all the
experts and found that we do to 70

percent exactly the right thing To

have this affirmation is very good. For

the remaining 30 percent we are

bringing back several new ideas, and
this is even better."

Scientific applications users of super-
computers now have a better overview

of recent progress in algorithm

research for sparse linear systems.

They learned about new techniques

developed for different disciplines and
are able to leverage new methods

directly into their application codes.

Participation in the workshop will
hopefully shortcut the often lengthy

process of disseminating new algo-
rithms from the appfied mathematics

and computer science community into

the application areas (and vice versa).

Some algorithm researchers have devel-

oped a better understanding of the

computational requirements of cur-

rent and future applications. They

learned about challenging new prob-
lems pursued in the applications,

which wait for a new algorithmic

approach.

Participation in the workshop will
open up for them new areas of

research with immediate practical

applications. Hardware designers devel-

oped a better understanding of the

computational requirements of cur-

rent and future applications. It is

hoped that supercomputer manufac-

turers will integrate many of the sug-

gestions of the workshop participants
into future hardware and software

products. •
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